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Abstract. Using the definition of first and second-order approximations as generalized
derivatives of set-valued mappings introduced in [22] we establish both necessary conditions and
sufficient conditions for various kinds of solutions to a multivalued vector optimization problem
with general inequality constraints. Our results are more applicable than several recent existing
ones in many situations as illustrated by examples provided in the paper. We also develop some
elements of calculus for approximations
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1. Introduction

Applying generalized derivatives to investigate optimality conditions in nonsmooth optimiza-
tion has occupied an important part in optimization study with world-wide enormous efforts for
almost half a century. There have been various notions of generalized derivatives with different
requirements for the existence and effective use. Each of these derivatives is suitably employed
for some classes of problems but none is universal. In [1, 14] a generalized derivative of a type
of approximations was introduced. Recently in [17, 18, 21] these approximations were used as
derivatives to establish both necessary conditions and sufficient ones for various kinds of solu-
tions in vector optimization. Paper [22] was devoted to extend this notion of derivatives to the
case of set-valued mappings and set-valued optimization. One of the salient advantages of the
mentioned approximations is that even at a point of infinite discontinuity, a mapping may have
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first and second-order approximations. Furthermore, the definition of approximations includes
as special cases many other notions of generalized derivatives (see e.g. Propositions 2.1-2.4 of
[17]). As a result optimality conditions using this kind of derivatives often require very relaxed
assumptions and contain many results using other kinds of derivatives. Our aim in this paper is
to develop calculus rules for approximations as derivatives for set-valued mappings and establish
new optimality conditions of orders 1 and 2 for weak, firm and several kinds of proper efficiency
in nonsmooth set-valued vector optimization. We supply many examples to indicate advantages
of our results over existing ones in the recent literature.

The organization of the paper is as follows. In the remaining part of this section we collect
definitions and notations for our later use. Section 2 is devoted to calculus of approximations.
Necessary optimality conditions of orders 1 and 2 are discussed in the next Section 3 for weak
efficiency of a set-valued vector optimization problem with general inequality constraints. Then
these conditions are of course also necessary for other (stronger) efficiencies. In the last Section
4 we establish both first and second order sufficient conditions for firm efficiency, Henig-proper,
strong Henig-proper and Benson-proper efficiencies.

Throughout the paper, if not otherwise stated, let X,Y and Z be real normed spaces. Each
norm is denoted by ‖.‖ with no fear of confusions, since the context always shows clearly what
space is concerned. Y∗ is the topological dual space of Y and < ., . > is the canonical pair
between Y and Y∗. BY denotes the open unit ball of Y and BY (y, r) the open ball centered at y
and of radius r. For S ⊆ X, intS and clS stand for its interior and closure, respectively. The
cone generated by S is coneS := {λx : λ ≥ 0, x ∈ S }. Let, in this paper, C ⊆ Y and D ⊆ Z
be closed convex cones with nonempty interior (we do not assume their pointedness; C being
pointed means C ∩ −C = {0}). The (positive) polar cone of C and its quasi-interior are

C∗ = {ϕ ∈ Y∗ :< ϕ, c >≥ 0,∀c ∈ C},

C∗i = {ϕ ∈ C∗ :< ϕ, c >> 0,∀c ∈ C \ {0}}.

For the cone D, D(z0) := cone(D + z0). A nonempty subset B of a convex cone C is called a
base of C if C = coneB and 0 < clB. For positive t, the notation o(t) is used for a moving point
satisfying t−1‖o(t)‖ → 0+ as t → 0+. For a multivalued (i.e. set-valued) mapping F : X → 2Y ,
the domain, graph and epigraph of F are

domF = {x ∈ X : F(x) , ∅},

grF = {(x, y) ∈ X × Y : y ∈ F(x)},

epiF = {(x, y) ∈ X × Y : y ∈ F(x) +C}.

We write x
F
−→ x0 if x ∈ domF and x → x0. F is said to be calm at (x0, y0) ∈ grF if there exist

L > 0 and a neighborhood U of x0 such that, for all x ∈ U ∩ domF,

F(x) ⊆ y0 + L ‖ x − x0 ‖ clBY .

For single-valued mappings calmness is relatively weak (weaker than local Lipschitz) but for
set-valued maps it is quite strong. We use also the following more relaxed concept. F is called
C-calm at (x0, y0) if there exist L > 0 and a neighborhood U of x0 satisfying, for all x ∈ U∩domF,

F(x) ⊆ y0 +C + L ‖ x − x0 ‖ clBY .
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Clearly, F is C-calm at (x0, y0) if and only if F(.)+C is calm at (x0, y0). A subset S of X is called
star-shaped at x0 if, for all x ∈ S , all α ∈ [0, 1], (1− α)x0 + αx ∈ S . F is said to be C-star-shaped
at x0 on S , where S is star-shaped at x0, if for all x ∈ S and all α ∈ [0, 1], one has

(1 − α)F(x0) + αF(x) ⊆ F((1 − α)x0 + αx) +C.

If S is convex and this relation is fulfilled for all x and x0 in S then F is called C-convex. F is
said to be pseudoconvex at (x0, y0) ∈ grF if

epiF ⊆ (x0, y0) + TepiF(x0, y0),

where, for A ⊆ X,

T (A, x0) := {u ∈ X : ∃tn → 0+,∃un → u,∀n, x0 + tnun ∈ A}.

is the contingent (or Bouligand) cone of A at x0 [4].
In [5] the arcwise-connectedness was introduced as follows. A subset S of X is called

arcwise-connected at x0 if for each x ∈ S , there exists a continuous arc Hx0,x(t) defined on [0, 1]
such that Hx0,x(0) = x0,Hx0,x(1) = x and Hx0,x(α) ∈ S for all α ∈ (0, 1). F is said to be C-arcwise
connected at x0 on S , where S is arcwise-connected at x0, if for all x ∈ S and all α ∈ [0, 1],

(1 − α)F(x0) + αF(x) ⊆ F(Hx0,x(α)) +C.

Remark 1.1. Every convex or star-shaped set is arcwise-connected and every C-star-shaped map-
ping is C-arcwise-connected. However, the converse is not true as shown by the following ex-
ample.

Example 1.2. Let X = R2, Y = R, C = R+, S = {(x1, x2) ∈ R2 : x2
1 ≥ x2} and F : X → 2Y be

defined by

F(x1, x2) =
{

[x2,+∞), if x2
1 ≥ x2,

(−1, 1), otherwise.

S is not convex since x = (0, 0) and y = (1, 1) are in S but
1
2

x +
1
2

y = (
1
2
,

1
2

) < S . F is not
C-convex because, for x = (−2, 0) and y = (0, 2),

1
2

F(x) +
1
2

F(y)  F(
1
2

x +
1
2

y) +C.

Furthermore, S is not star-shaped at x0 = (0, 0) and so F is not C-star-shaped at x0. However, it
is easy to check that S is arcwise-connected at any x ∈ S and F is C-arcwise connected at any

x ∈ S on S with the continuous arc Hx,y defined by Hx,y(t) = (
√

(1 − tx2
1 + ty2

1, (1− t)x2 + ty2) for
t ∈ [0, 1], where x = (x1, x2) and y = (y1, y2).

Like in [17, 18, 21], for discussing optimality conditions we impose the following relaxed
compactness assumption. Let L(X,Y) stand for the space of the continuous linear mappings from
X to Y and B(X, X,Y) for that of the continuous bilinear mappings from X × X to Y .
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Definition 1.3. (i) Let Mn and M be in L(X,Y). The sequence {Mn} is said to pointwise converge
to M and written as Mn

p
−→ M or M = p − limMn if limMn(x) = M(x) for all x ∈ X. A similar

definition is adopted for Nn,N ∈ B(X, X,Y).
(ii) A subset A of L(X,Y) (of B(X, X,Y)) is said to be (sequentially) asymptotically p-compact

if
(a) for each norm bounded sequence {Mn} in A, there is a subsequence {Mnk } converging

pointwise to some M ∈ L(X,Y) (M ∈ B(X, X,Y), respectively).
(b) for each norm unbounded sequence {Mn} in A, which can be assumed with ‖Mn‖ → ∞,

the sequence {Mn/‖Mn‖} has a subsequence which pointwise converges to some M ∈ L(X,Y)\{0}
(M ∈ B(X, X,Y) \ {0}, respectively).

Remark 1.4. (i) If X and Y are finite dimensional, a convergence occurs if and only if the cor-
responding pointwise convergence does, but in general the ”if” does not hold. Even when
Y = R and hence the pointwise convergence coincides with the star-weak convergence, it
differs from convergence if X is infinite dimensional. For general norm spaces X and Y ,
the pointwise convergence is corresponding to a nonmetrizable topology.

(ii) In this paper we are always concerned only sequential convergence. Hence we omit the
term ”sequentially” in Definition 1.3(ii).

(iii) Assume that {Pn} ⊆ L(X,Y) is norm bounded. If xn → x and Pn
p
−→ P, then Pnxn → Px.

Indeed, it follows directly from the following inequalities

‖Pnxn − Px‖ ≤ ‖Pnxn − Pnx‖ + ‖Pnx − Px‖

≤ ‖Pn‖‖xn − x‖ + ‖Pnx − Px‖.

A norm bounded sequence {Nn} ⊆ B(X, X,Y) possesses a similar property.

For A ⊆ L(X,Y) and B ⊆ B(X, X,Y), we adopt the following notations:

(1) p − clA = {M ∈ L(X,Y)/∃{Mn} ⊆ A, M = p − limMn},
(2) p − clB = {N ∈ B(X, X,Y)/∃{Nn} ⊆ B, N = p − limNn},
(3) A∞ = {M ∈ L(X,Y)/∃{Nn} ⊆ A, ∃tn → 0+, M = limtnMn},
(4) p−A∞ = {M ∈ L(X,Y)/∃{Mn} ⊆ A, ∃tn → 0+, M = p − limtnMn},
(5) p−B∞ = {N ∈ B(X, X,Y)/∃{Nn} ⊆ B, ∃tn → 0+, N = p − limtnNn},
(6) p−A = p − clA ∪ (p − A∞ \ {0}),
(7) p−B = p − clB ∪ (p − B∞ \ {0}).

The sets (1), (2) are pointwise closures; (3) is just the known definition of the recession cone
of a set A (not necessarily convex). So (4), (5) are pointwise recession cones. While (6) is the
union of (1) and (4) with 0 removed; (7) is similar.

2. Approximations as generalized derivatives for multifunctions

Definition 2.1. [22]
Let F : X → 2Y and (x0, y0) ∈ grF.
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(i) A subset AF(x0, y0) ⊆ L(X,Y) is said to be a (first-order) approximation of F at (x0, y0)
if there exists a neighborhood U of x0 such that, for all x ∈ U ∩ domF, there is r > 0
satisfying ‖x − x0‖

−1r → 0 as x→ x0 and

(F(x) − y0) ∩ (AF(x0, y0)(x − x0) + rBY ) , ∅. (2.1)

(ii) A subset AS
F(x0, y0) ⊆ L(X,Y) is called a (first-order) strong approximation of F at (x0, y0)

if there exists a neighborhood U of x0 such that instead of (2.1) one has

(F(x) − y0) ⊆ AS
F(x0, y0)(x − x0) + rBY .

Definition 2.2. [22]
Let F : X → 2Y and (x0, y0) ∈ grF.

(i) A pair (AF(x0, y0), BF(x0, y0)) with AF(x0, y0) ⊆ L(X,Y) and BF(x0, y0) ⊆ B(X, X,Y) is
called a second-order approximation of F at (x0, y0) if AF(x0, y0) is a first-order approxima-
tion of F at (x0, y0) and there exists a neighborhood U of x0 such that ∀x ∈ U∩domF,∃r >
0 such that ‖x − x0‖

−2r → 0 as x→ x0 and

(F(x) − y0) ∩ (AF(x0, y0)(x − x0) + BF(x0, y0)(x − x0, x − x0) + rBY ) , ∅. (2.2)

(ii) A pair (AS
F(x0, y0), BS

F(x0, y0)) where AS
F(x0, y0) ⊆ L(X,Y) and BS

F(x0, y0) ⊆ B(X, X,Y) is
termed a second-order strong approximation of F at (x0, y0) if AS

F(x0, y0) is a first-order
strong approximation of F at (x0, y0) and in the place of (2.2) one has

F(x) − y0 ⊆ AS
F(x0, y0)(x − x0) + BS

F(x0, y0)(x − x0, x − x0) + rBY .

Remark 2.3. (i) If F = f is single-valued the definitions of approximations and strong ap-
proximations coincide and collapse to those in [1, 14] if rBY is replaced by o(‖x − x0‖) for
approximations and o(‖x− x0‖

2) for second-order approximations. Approximations are not
unique. In particular, any superset of an approximation is also an approximation. In the
sequel, for convenience we simply write AF(x0, y0) and (AF(x0, y0), BF(x0, y0)) for an (ar-
bitrary) approximation and second-order approximation, respectively, without mentioning
that they are so. A similar convention is taken for strong approximations.

(ii) If a first-order strong approximation of F at (x0, y0) is norm bounded then F is calm at
(x0, y0).

To compare approximations with some generalized derivatives of multivalued mappings we
recall needed notions. The Kuratowski-Panlevé upper limit limsupx→x0 F(x) is the set of all clus-

ter points of all sequences yn ∈ F(xn) as xn
F
−→ x0.

Definition 2.4. Let F : X → 2Y and (x0, y0) ∈ grF.

(i) [4] The contingent derivative of F at (x0, y0) is the multivalued mapping DC F(x0, y0) :
X → 2Y defined by

DC(x0, y0)(v) = limsup
x

F
−→x0,t→0+

1
t

(F(x0 + tv) − y0)

= {u ∈ Y | ∃tn → 0+,∃(un, vn)→ (u, v),∀n, yn := y0 + tnun ∈ F(x0 + tnvn)}.
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(ii) [26] The Shi derivative of F at (x0, y0) is the multivalued mapping DS F(x0, y0) : X → 2Y

defined by

DS (x0, y0)(v) = {u ∈ Y | ∃tn > 0,∃(un, vn)→ (u, v) : tnvn → 0,∀n, yn := y0 + tnun

∈ F(x0 + tnvn)}.
(iii) [19, 20] The variational set of F at (x0, y0) is

V1F(x0, y0) = limsup
x

F
−→x0,t→0+

1
t

(F(x) − y0).

(iv) [8] The Dini derivative of F at (x0, y0) in the direction v is

F
′

(x0, y0, v) = limsupt→0+
1
t

(F(x + tv) − y0).

Proposition 2.5. Assume that (x0, y0) ∈ grF and, for all v ∈ X, 0 < p−(AS
F(x0, y0)∞ \ {0})(v).

Then
F
′

(x0, y0, v) ⊆ DC F(x0, y0)(v) ⊆ DS F(x0, y0)(v) ⊆ p − clAS
F(x0, y0)(v).

Proof. Only the last inclusion is not clear and needs to be checked. Let u ∈ DS F(x0, y0)(v).
Then, for sufficiently large n, we have

tnun ∈ F(x0 + tnvn) − y0 ⊆ tnAS
F(x0, y0)(vn) + rnBY .

So there exists Pn ∈ AS
F(x0, y0) and yn ∈ rnBY such that

un = Pn(vn) + yn/tn. (2.3)

If {Pn} is norm unbounded, by the asymptotic p-compactness of AS
F(x0, y0), we can assume that

Pn/‖Pn‖
p
−→ P ∈ p−AS

F(x0, y0)∞ \ {0}. Dividing (2.3) by ‖Pn‖ and letting n → ∞ we obtain
0 = P(v) contradicting the assumption. In consequence, {Pn} must be norm bounded. Again by
the asymptotic p-compactness, Pn

p
−→ P ∈ p − clAS

F(x0, y0). Letting n → ∞ in (2.3) we arrive at
u = P(v) ∈ p − clAS

F(x0, y0)(v) as required.

Now, we develop some calculus rules for approximations. The proof of the following propo-
sition is direct and hence omitted.

Proposition 2.6. Let Fi : X → 2Y for i = 1, 2, . . . , n.
(i) For (x0, y0) ∈

⋃n
i=1 grFi,

⋃n
1 AFi (x0, y0) and

⋃n
1 AS

Fi
(x0, y0) are an approximation and

strong approximation, respectively, of
⋃n

1 Fi at (x0, y0).
(ii) If (x0, y0) ∈

⋂n
i=1 grFi, then

⋂n
1 AS

Fi
(x0, y0) is a strong approximation of

⋂n
1 Fi at (x0, y0).

(iii) For λi ∈ R, AFi (x0, y0i) and AS
Fi

(x0, y0i) are an approximation and strong approximation,
respectively, of Fi at (x0, y0i), for i = 1, 2, . . . , n,

∑n
1 λiAFi (x0, y0i) and

∑n
1 λiAS

Fi
(x0, y0i) are an

approximation and strong approximation, respectively, of
∑n

1 λiFi at (x0,
∑n

1 λiy0i).
(iv) Let F : X → 2Y , G : X → 2Z , (F ×G)(x) := F(x) ×G(x) for all x ∈ X be the Cartesian

product and (x0, y0, z0) ∈ gr(F,G). Then AF(x0, y0) × AG(x0, z0) and AS
F(x0, y0) × AS

G(x0, z0) are
an approximation and strong approximation, respectively, of F ×G at (x0, y0, z0).
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The following example shows that for approximations Proposition 2.6(ii) is no longer true.

Example 2.7. Let X = Y = R, F : X → 2Y , G : X → 2Z be defined by F(x) = {0, x},
G(x) = {0,−x} and x0 = y0 = 0. We can take AF(x0, y0) = {1} and AG(x0, y0) = {−1}. Then
AF(x0, y0) ∩ AG(x0, y0) = ∅ is evidently not an approximation of F ∩ G at (x0, y0). (For the
corresponding strong approximations, we get AS

F(x0, y0) = {0, 1} and AS
G(x0, y0) = {0,−1} and

then AS
F(x0, y0) ∩ AS

G(x0, y0) = {0} is a strong approximation of F ∩G at (x0, y0).)

Assume that Y is a Hilbert space. The inner product 〈F,G〉 : X → 2Y of F and G is defined
by 〈F,G〉(x) :=

⋃
u∈F(x),v∈G(x)〈u, v〉.

Proposition 2.8. (Inner Product). Let Y be a Hilbert space. Let x0 ∈ domF ∩ domG , y0 ∈

〈F,G〉(x0) and u ∈ F(x0), v ∈ G(x0) be such that 〈u, v〉 = y0. Assume that F and G are calm at
(x0, u) and (x0, v), respectively. Then 〈u, AS

G(x0, v)〉 + 〈v, AS
F(x0, u)〉 is a strong approximation of

〈F,G〉 at (x0, y0).

Proof. For x sufficiently close to x0, there are positive rF and rG such that ‖x − x0‖
−1r → 0 for

r = max{rF , rG} and

〈F,G〉(x) − y0 = 〈u,G(x) − v〉 + 〈v, F(x) − u〉 + 〈F(x) − u,G(x) − v〉

⊆ 〈u, AS
G(x0, v)(x − x0) + rGBZ)〉 + 〈v, AS

F(x0, u)(x − x0) + rF BY )〉 + 〈F(x) − u,G(x) − v〉

⊆
(
〈u, AS

G(x0, v)〉 + 〈v, AS
F(x0, u)〉

)
(x − x0) + 〈u, rGBZ〉 + 〈v, rF BY〉 + 〈F(x) − u,G(x) − v〉.

Because of the calmness of F and G at (x0, u) and (x0, v), respectively, there exist L1 and L2 such
that, for x sufficiently close to x0,

〈F(x) − u,G(x) − v〉 ⊆ L1L2‖x − x0‖
2〈clBY , clBZ〉 ⊆ L1L2‖x − x0‖

2.

Summarizing the above estimates we get, for some positive r̄ of higher order than ‖x − x0‖,

〈F,G〉(x) − y0 ⊆
(
〈u, AS

G(x0, v)〉 + 〈v, AS
F(x0, u)〉

)
(x − x0) + r̄BY .

as desired.

Consider F : X → 2Y and G : Y → 2Z , the composition H := G ◦ F and the resultant
multifunction M : X × Z → 2Y defined by M(x, z) := F(x) ∩G−1(z) (observe that domM=grH).

Proposition 2.9. (Chain Rule). Let (x0, z0) ∈ grH;= gr(G ◦ F) and y0 ∈ M(x0, z0). If F is calm
at (x0, y0) then AS

G(y0, z0) ◦ AS
F(x0, y0) is a strong approximation of H at (x0, z0).
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Proof. Since F is calm at (x0, y0), when x is sufficiently close to x0, all y ∈ F(x) is close to y0.
By the definition of AS

G(y0, z0) one has

G(y) − z0 ⊆ AS
G(y0, z0)(y − y0) + rGBZ .

Using the definition of AS
F(x0, y0), for all y as above,

y − y0 ∈ AS
F(x0, y0)(x − x0) + rF BY .

Hence
G(y) − z0 ⊆ AS

G(y0, z0)
(
AS

F(x0, y0)(x − x0) + rF BY
)
+ rGBZ .

We claim that u‖x − x0‖
−1 → 0, for all u ∈ AS

G(y0, z0)(rF BY ) + rGBZ . Indeed, for such a u there
exists P ∈ AS

G(y0, z0)) such that

u‖x − x0‖
−1 ∈ (P(rF BY ) + rGBZ)‖x − x0‖

−1.

Clearly, P(rF BY )‖x − x0‖
−1 → 0 as x→ x0. Due to the calmness of F,

limrG‖x − x0‖
−1BZ ≤ limrG‖y − y0‖

−1 L‖x − x0‖

‖x − x0‖
= 0

and we get the claimed assertion. Now we can take positive r̄ such that r̄‖x − x0‖
−1 → 0 and

G(y) − z0 ⊆ AS
G(y0, z0) ◦ AS

F(x0, y0)(x − x0) + r̄BZ .

Consequently,

(G ◦ F)(x) − z0 =
⋃

y∈F(x)

(G(y) − z0) ⊆ AS
G(y0, z0) ◦ AS

F(x0, y0)(x − x0) + r̄BZ ,

which is the desired relation.

The following example confirms the essentialness of the calmness assumed in Proposition
2.9.

Example 2.10. Let X = Y = Z = R, F : X → 2Y and G : X → 2Z be defined by G(y) = {y3},

F(x) =
{
{y ∈ R : y ≥ x}, if x ≥ 0,

∅, if x < 0
and x0 = y0 = z0 = 0. We can take AS

G(y0, z0) = {0} and AS
F(x0, y0) = [1,+∞), Then AS

G(y0, z0) ◦
AS

F(x0, y0) = {0} is evidently not a strong approximation of G ◦ F at (x0, z0). The reason is that F
is not calm at (x0, y0).

The chain rule is not valid for approximations as seen now.
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Example 2.11. Let X = Y = Z = R, F : X → 2Y and G : X → 2Z be defined by

F(x) =
{

{y ∈ R : 0 ≤ y ≤ x}, if x ≥ 0,
{y ∈ R : −x2 ≤ y < 0}, if x < 0,

G(y) =


{z ∈ R : z ≥ 0}, if y ≥ 0,

{
1
y
}, if y < 0

and x0 = y0 = z0 = 0. We can take AG(y0, z0) = {0} ∪ (α,+∞) (where α is positive and fixed) and
AF(x0, y0) = {0}. One has

(G ◦ F)(x) =

 {z ∈ R : z ≥ 0}, if x ≥ 0,

{z ∈ R : z ≤ −
1
x2 }, if x < 0.

Hence, AG(y0, z0) ◦ AF(x0, y0) = {0} is evidently not an approximation of G ◦ F at (x0, z0). (For
the strong approximations AS

F(x0, y0) = [0, 1] and AS
G(x0, y0) = [0,+∞), AS

G(y0, z0) ◦ AS
F(x0, y0) =

[0,+∞) is in fact a strong approximation of G ◦ F at (x0, z0).)

3. Necessary optimality conditions

We consider the following constrained multivalued optimization problem

(P) : minF(x) s.t. G(x) ∩ −D , ∅,

where F : X → 2Y and G : X → 2Z . We denote the feasible regions by A := {x ∈ X : G(x)∩−D ,
∅} and F(A) =

⋃
x∈A F(x). (As before, C ⊆ Y and D ⊆ Z are closed convex cones with nonempty

interior.) Let x0 ∈ A and z0 ∈ G(x0) ∩ −D. Dealing with optimality conditions, in the remaining
part of the paper we always impose the following relaxed compactness assumption

(CA) The approximations and strong approximations under considerations of F and G are
asymptotically p-compact.

Recall now the definitions of several approximate cones. The cone of weak feasible directions
to A at x0 is

W f (A, x0) := {u ∈ X : ∃tn → 0+,∀n, x0 + tnu ∈ A}.

The contingent (or Bouligand) cone of A at x0 is

T (A, x0) := {u ∈ X : ∃tn → 0+,∃un → u,∀n, x0 + tnun ∈ A}.

Recall that D(z0) = {λ(d + z0) : λ ≥ 0, d ∈ D}. Note that its positive polar cone is

D(z0)∗ = (D + z0)∗ = {d∗ ∈ D∗ : 〈d∗, z0〉 = 0}.

We will be concerned with the following kinds of solutions to problem (P).

Definition 3.1. For problem (P), let x0 ∈ A and y0 ∈ F(x0).
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(i) A pair (x0, y0) is a called a local weak efficient solution of (P) if there exists a neighborhood
U of x0 such that (

F(A ∩ U) − y0)
⋂

(−intC) = ∅.

(ii) For an integer m ≥ 1, a pair (x0, y0) is said to be a local firm (or strict/isolated) efficient
solution of order m if (a) y0 ∈ StrMinC F(x0) (i.e. y0 is a strict (Pareto) efficient point of
F(x0) which means (F(x0) − y0) ∩ (−C \ {0}) = ∅) and (b) there exist a neighborhood U of
x0 and a constant α > 0 such that, for all x ∈ A ∩ U \ {x0},

(F(x) +C)
⋂

B(y0, α‖x − x0‖
m) = ∅.

(iii) A pair (x0, y0) is termed a local Henig-properly efficient solution if there exist a neighbor-
hood U of x0 and a pointed convex cone H ⊆ Y with C \ 0 ⊆ intH such that(

F(A ∩ U) − y0)
⋂

(−H) = {0}.

(iv) When C has a base B, a pair (x0, y0) is called a local strong Henig-properly efficient solu-
tion if there exist a neighborhood U of x0 and ε ∈ (0, δ) such that(

F(A ∩ U) − y0)
⋂

(−intCε(B)) = ∅.

where δ = inf{‖b‖ : b ∈ B} and Cε(B) = cone(B + εBY ).
(v) (x0, y0) is called a local Benson-properly efficient solution of (P) if there exists a neighbor-

hood U of x0 such that

clcone(F(U ∩ A) +C − y0) ∩ −C = {0}.

Note that many notions of properness in vector optimization have been introduced and stud-
ied in the literature (since each of them is significant in some respect, but none is universal).
Only a few of them are dealt with here. To have a relatively comprehensible presentations and
comparisons of these kinds of solutions the reader is referred to e.g. [12, 13, 15, 16, 19, 24]. The
following properties of the cone of weak feasible directions are often in use in the sequel.

Proposition 3.2. For u < W f (A, x0) the following properties hold.
(i) There exists Q ∈ AG(y0, z0) such that Q(u) < −int(D + z0).
(ii) If z0 + AG(y0, z0)(u) ⊆ −D, then for some N ∈ BG(y0, z0), N(u, u) < −int(D + z0).

Proof. (i) Let z0 ∈ G(x0) ∩ −D. Suppose to the contrary that

z0 + AG(x0, z0)(u) ∈ −intD.

By the definition of AG(x0, z0), for large n one has, for some positive r with rn−1 → 0,

G(x0 +
1
n

u)
⋂(

z0 +
1
n

AG(x0, z0)(u) + rBZ

)
, ∅.

Then
G(x0 +

1
n

u)
⋂(

(1 −
1
n

)z0 +
1
n

(
z0 + AG(x0, z0)(u) + nrBZ

))
, ∅.
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As z0 ∈ −D and z0 + AG(x0, z0)(u) + nrBZ ⊆ −intD, one sees further, for large n,

(1 −
1
n

)z0 +
1
n

(
z0 + AG(x0, z0)(u) + nrBZ

)
⊆ −D.

This leads to a contradiction to the assumption that u < W f (A, x0).
(ii) Suppose that

z0 + BG(x0, z0)(u, u) ∈ −intD.

As (AG(x0, z0), BG(x0, z0)) is a second-order approximation, for sufficiently large n one gets, for
some positive r with rn−2 → 0,

G(x0 +
1
n

u)
⋂(

z0 +
1
n

AG(x0, z0)(u) +
1
n2 BG(x0, z0)(u, u) + rBZ

)
, ∅.

In consequence,

G(x0 +
1
n

u)
⋂(

(1 −
1
n
−

1
n2 )z0 +

1
n
(
z0 + AG(x0, z0)(u)

)
+

1
n2

(
z0 + BG(x0, z0)(u, u) + n2rBZ

))
, ∅.

In view of the facts z0 ∈ −D , z0 + AG(x0, z0)(u) ⊆ −D and z0 + BG(x0, z0)(u, u)+ n2rBZ ⊆ −intD,
one obtains

(1 −
1
n
−

1
n2 )z0 +

1
n
(
z0 + AG(x0, z0)(u)

)
+

1
n2

(
z0 + BG(x0, z0)(u, u) + n2rBZ

)
⊆ −D.

This is a contradiction since u is not a weak feasible direction.

The following necessary optimality condition is exploited to get Fritz John optimality condi-
tions in the sequel.

Proposition 3.3. Let assumption (CA) be satisfied. Let (x0, y0) be a local weak efficient solution
of (P), z0 ∈ G(x0) ∩ −D and u ∈ W f (A, x0). Then

(i) there exists P ∈ p−AF(x0, y0) such that P(u) < −intC;
(ii) if AF(x0, y0)(u) ⊆ −C, then there is M ∈ p−BF(x0, y0) with M(u, u) < −intC.

Proof. (i) For a sequence tn → 0+ and n large enough we have (for a positive rn such that
rnt−1

n → 0)
(F(x0 + tnu) − y0)

⋂
(−intC) = ∅,

(F(x0 + tnu) − y0)
⋂

(AF(x0, y0)(tnu) + rnBY ) , ∅.

Therefore, there is Pn ∈ AF(x0, y0) such that, for such n,

tnPn + o(tn) < −intC. (3.1)

We have two possibilities, for both of which the assumed asymptotic p-compactness is applied
as follows. If {Pn} is norm bounded we can assume that Pn

p
−→ P ∈ p − clAS

F(x0, y0). Passing
(3.1) to limit we obtain P(u) < −intC as required. While if {Pn} is norm unbounded, we have (by
extracting a subsequence if necessary) Pn/‖Pn‖

p
−→ P ∈ p−AS

F(x0, y0)∞ \ {0}. Dividing (3.1) by
‖Pn‖ and letting n→ ∞, we also obtain P(u) < −intC.
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(ii) Since (AF(x0, y0), BF(x0, y0)) is a second-order approximation of F at the local weak
solution (x0, y0), for a sequence tn → 0+ and sufficiently large n one gets (for a positive rn such
that rnt−2

n → 0)
(F(x0 + tnu) − y0)

⋂
(−intC) = ∅,

(F(x0 + tnu) − y0)
⋂

(tnAF(x0, y0)(u) + t2
nBF(x0, y0)(u, u) + rnBY ) , ∅.

Therefore, one has Pn ∈ AF(x0, y0) and Mn ∈ BF(x0, y0) such that

tnPn(u) + t2
n Mn(u, u) + o(t2

n) < −intC.

As AF(x0, y0)(u) ⊆ −C one has

t2
n Mn(u, u) + o(t2

n) ∈ −tnPn(u) + Y \ (−intC) ⊆ C + Y \ (−intC) ⊆ Y \ (−intC).

Now by a usual asymptotic p-compactness argument one gets some M ∈ p−BF(x0, y0) such that
M(u, u) < −intC.

The following Fritz John optimality condition is necessary for weak efficiency and hence also
for all kinds of efficiency mentioned in Definition 3.1.

Theorem 3.4. (Fritz John Necessary Condition). Impose assumption (CA). If (x0, y0) is a local
weakly efficient solution of problem (P) and z0 ∈ G(x0) ∩ −D, then ∀u ∈ X, ∃P ∈ p−AF(x0, y0),
∃Q ∈ AG(x0, z0), ∃(ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )} such that

〈ϕ, P(u)〉 + 〈ψ,Q(u)〉 ≥ 0,

〈ψ, z0〉 = 0.

Furthermore, for u satisfying 0 ∈ int(Q(u) + z0 + D) for all Q ∈ AG(x0, z0), we have ϕ , 0Y∗ .

Proof. If u ∈ W f (A, x0), by Proposition 3.3(i), there exists P ∈ p−AF(x0, y0) such that P(u) <
−intC.While if u < W f (A, x0), by Proposition 3.2(i), there is Q ∈ AG(y0, z0) with Q(u) < −int(D+
z0). So in both cases, one has some P ∈ p−AF(x0, y0) and Q ∈ AG(x0, z0) such that

(P(u),Q(u)) < −int(C × (D + z0)).

According to the separation theorem we have some (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )} such that

〈ϕ, P(u)〉 + 〈ψ,Q(u)〉 ≥ 0,

〈ψ, z0〉 = 0.

Now let u satisfy 0 ∈ int(Q(u)+ z0 +D) for all Q ∈ AG(x0, z0)(u) and suppose to the contrary that
ϕ = 0Y∗ . Then the separation result collapses to

〈ψ,Q(u)〉 ≥ 0,

〈ψ, z0〉 = 0.

This implies that ψ(Q(u)+ z0 + d) ≥ 0 for all d ∈ D. So 0 < int(Q(u)+ z0 +D), which contradicts
the assumption.
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Remark 3.5. (i) Since any approximation is contained in the corresponding strong approximation
we can state the corresponding necessary condition using strong approximations, but it is weaker
than Theorem 3.4.

(ii) Applied to the special case where F is single-valued, Theorem 3.4 improves Theorem 3.1
of [21], since the norm boundedness of AG(x0, z0) required in [21] is omitted.

The following examples supply simple cases where Theorem 3.4 is applicable while several
earlier results are not.

Example 3.6. Let X = Y = Z = R, C = D = R+, F : X → 2Y and G : X → 2Z be defined by

F(x) =
{

{y ∈ R : y ≥ x2 − 1}, if x ≥ 0,
{y ∈ R : 2 3

√
x + x − 1 ≤ y ≤ x2}, if x < 0,

G(x) =
{
{y ∈ R : −x − 1 ≤ y ≤ 0}, if x ≥ 0,

{y ∈ R : y ≥ −x}, if x < 0

and (x0, y0) = (0,−1) and z0 = −1. First, we apply the Theorem 3.4. We can take the following
approximations of F and G at (x0, y0): AF(x0, y0) = {1} and AG(x0, z0) = (−∞,−1]. Then, the
compactness assumption in Theorem 3.4 is satisfied. Furthermore, we have p-AF(x0, y0) = {1}.
Let us check the assumption of Theorem 3.4 for u = −1. We see that, for all P ∈ p−AF(x0, y0),
all Q ∈ AG(x0, z0) and all (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )} with < ψ, z0 >= 0 (i.e. ψ = 0),

< ϕ, P(u) > + < ψ,Q(u) >= −ϕ < 0.

Hence (x0, y0) is not a local weak efficient solution.
Trying with other results observe that A = [0,+∞), W f (A, x0) = T (A, x0) = [0,+∞). So, for

all P ∈ p−AF(x0, y0) and all v ∈ T (A, x0), P(v) < −intC. Hence Theorem 3.1 in [22] cannot be
applied. Furthermore, we can check that Theorem 4.1 in [22] does not work either.

Now, for all u ∈ T (A, x0) = W f (A, x0), we compute the Dini derivative F′(x0, y0, u) and the
extended Dini derivative DD(x0, y0)(u) (introduced in [9]) as follows:

F
′

(x0, y0, u) = DD(x0, y0)(u) ⊆ R+.

They do not meet -intC. Hence the necessary conditions in [8] and [9] are satisfied and then
(x0, y0) is not rejected.

To apply [2] using K-approximating multifunctions (introduced in [2]) we need the condition

cone(X − {x0}) × {0Y×Z}
⋂

T (epi(F,G), (x0, y0, z0) = {(0, 0, 0)}.

This is easily seen violated in the problem of this example. Hence Theorem 15 of [2] is out of
use either.

Example 3.7. Let X = Y = Z = R, C = D = R+, F : X → 2Y and G : X → 2Z be defined by

F(x) =
{
{y ∈ R : y ≥ x − ex}, if x ≥ 0,
{y ∈ R : y ≤ 3

√
x + 1}, if x < 0,
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G(x) =
{
{y ∈ R : 0 ≤ y ≤ ex}, if x ≥ 0,

∅, if x < 0

and (x0, y0, z0) = (0, 0, 0). We easily calculate p-AF(x0, y0) = (0,+∞) and AG(x0, z0) = {1}. Now,
taking u = −1 we see that 0 ∈ int(Q(u) + z0 + D) for all Q ∈ AG(x0, z0). Hence, we need to
check the necessary condition given in Theorem 3.4 only for ϕ , 0Y∗ . For u = 1 and for all
P ∈ p−AF(x0, y0), all Q ∈ AG(x0, z0) and all (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )} we have

< ϕ, P(u) > + < ψ,Q(u) >= −ϕP − ψ < 0.

According to our Theorem 3.4, we conclude that (x0, y0) = (0, 0) is not a local weak efficient
solution of problem (P).

Now, we easily see that the variational set of (F,G)+ at (x0, y0, z0) is

V1((F,G)+, x0, (y0, z0)
)
= R × R+.

Consequently, Theorem 3.1 of [20] cannot be used to reject (x0, y0).
It is also easy to compute the image of X through the contingent derivative of (F,G) at

(x0, (y0, z0)):
DC

(
(F,G), (x0, (y0, z0))

)
X = R × R+.

Then, for (y∗, z∗) = (0, 1) , (0Y∗ , 0Z∗ ) and all (u, v) ∈ DC
(
(F,G), (x0, (y0, z0))

)
X, one has < y∗, u >

+ < z∗, v >= v ≥ 0 and < z∗, z0 >= 0. This shows that Theorem 3.13 of [10] cannot be employed.
To apply [23] using the weak Clarke epiderivative we need the condition that G(0) := {y ∈

R : (0, y) ∈ T (epiF, (x0, y0))} is pointed, which is seen violated in this example. Hence Theorem
5.2 of [23] is not applicable either.

Theorem 3.8. (Second-Order Necessary Condition). If (CA) is fulfilled, (x0, y0) is a local weak
efficient solution of problem (P) and z0 ∈ G(x0)∩−D, then, for all u ∈ X with AF(x0, y0)(u) ⊆ −C
and AG(x0, z0)(u) ⊆ −(D + z0), there are M ∈ p−BF(x0, y0), N ∈ BG(x0, z0) and (ϕ, ψ) ∈ C∗ ×
D∗ \ {(0Y∗ , 0Z∗ )} such that

〈ϕ,M(u, u)〉 + 〈ψ,N(u, u)〉 ≥ 0,

< ψ, z0 >= 0.

Proof. Let u ∈ X satisfy the assumption. If u ∈ W f (A, x0), by Proposition 3.3(ii) one can find
M ∈ p−BF(x0, y0) such that M(u, u) < −intC.While for weakly infeasible u, since AG(x0, z0)(u) ⊆
−(D+ z0), Proposition 3.2(ii) yields some N ∈ BG(y0, z0) satisfying N(u, u) < −int(D+ z0). Thus,
in both cases, there are M ∈ p−BF(x0, y0) and N ∈ BG(x0, z0) such that(

M(u, u),N(u, u)
)
< −int(C × (D + z0)).

The separation theorem now gives some (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )} such that the conclusion
holds.
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Example 3.9. Let X = R2, Y = Z = R, C = D = R+ and F : X → 2Y , G : X → 2Z be defined by

F(x1, x2) =
{
{y ∈ R : y ≥ −|x1|

3
2 + x2}, if (x1, x2) , (0, 0),
{0}, if (x1, x2) = (0, 0),

G(x1, x2) = [x3
1 − x2

2,+∞)

and x0 = (0, 0), y0 = 0 and z0 = 0. We can take p-AF(x0, y0) = {(0 1)} and AG(x0, y0) = {(0 0)}.
Then, for (ϕ, ψ) = (0, 1) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ ), we have < ψ, z0 >= 0 and

< ϕ, P(u) > + < ψ,Q(u) >= 0

for all u ∈ X, all P ∈ p−AF(x0, y0) and all Q ∈ AG(x0, z0). So the first-order condition provided
by Theorem 3.4 cannot be in use. To apply Theorem 3.8, as a result of direct computations we
have

p−BF(x0, y0) =
{(

β 0
0 0

)
: β < 0

}
and BG(x0, y0) =

{(
0 0
0 −1

)}
.

Then, for u = (1,−1), AF(x0, y0)(u) ⊆ −C and AG(x0, z0) ⊆ −(D + z0). We see that

< ϕ,M(u, u) > + < ψ,N(u, u) >= ϕβ − ψ < 0.

for all M ∈ p−BF(x0, y0), all N ∈ BG(x0, z0) and all (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )}. According to
Theorem 3.8, we conclude that (x0, y0) is not a local weak efficient solution of problem (P).

4. Sufficient optimality conditions

In this section, sufficient optimality conditions for local Henig-proper, local strong Henig-
proper and local Benson-proper efficiencies, and local firm efficiency are established by using
strong approximations. In order to develop sufficient optimality conditions certain relaxed con-
vexity assumptions are usually to be imposed on objective mappings and constraints. For ex-
ample, in [19, 20] the C-star-shapedness and pseudoconvexity are used along with variational
sets. In [6] generalized tangent epiderivatives together with cone convexity are appealed to and
in [23], dealing with the weak Clarke epiderivative, cone semilocal convexlikeness assumptions
are imposed . Here we make use of C-arcwise-connectedness and pseudoconvexity. We will
need the properties of C-arcwise-connected mappings given in the following two propositions.

Proposition 4.1. Let assumption (CA) be satisfied and F : X → 2Y be C-arcwise-connected at
x0 on S , where S ⊆ X is arcwise connected at x0. Assume that y0 ∈ F(x0), that for all x ∈ S
(for Hx0,x(.) associated with the arcwise connectedness) the derivative H

′

x0,x(0+) exists. Assume
further that, for all x ∈ S and all P ∈ p−AS

F(x0, y0)∞ \ {0},

P(H
′

x0,x(0+)) < −C.

Then, for all x ∈ S ,
F(x) − y0 ⊆ p − clAS

F(x0, y0)
(
H
′

x0,x(0+)
)
+C.
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Proof. Let x ∈ S be fixed. Since F : X → 2Y is C-arcwise-connected at x0 on S , for t ∈ [0, 1]
one has

(1 − t)F(x0) + tF(x) ⊆ F(Hx0,x(t)) +C.

This implies that, for all y ∈ F(x),

y − y0 ∈
F(Hx0,x(t)) − y0

t
+C.

As Hx0,x(t) → x0 and AS
F(x0, y0) is an approximation of F at (x0, y0), for some positive r with

t−1r → 0+ as t → 0+,

F(Hx0,x(t)) − y0 ⊆ AS
F(x0, y0)

(
Hx0,x(t) − Hx0,x(0)

)
+ rBY .

Then
y − y0 ∈ AS

F(x0, y0)
(F(Hx0,x(t)) − Hx0,x(0)

t
)
+ rt−1BY +C.

We have the following two cases, to which we apply the usual asymptotic p-compactness ar-
gument. If AS

F(x0, y0) is norm unbounded, taking a sequence tn → 0+ we have sequences
Pn ∈ AS

F(x0, y0) and yn ∈ BY such that

−y + y0 + Pn
(F(Hx0,x(tn)) − Hx0,x(0)

tn

)
+ rnt−1

n yn ∈ −C, (4.1)

Pn/‖Pn‖
p
−→ P ∈ p−AS

F(x0, y0)∞ \ {0}.

Dividing (4.1) by ‖Pn‖ and letting tn → 0+, we obtain P
(
H
′

x0,x(0+)
)
∈ −C. Since this contradicts

the assumption, this first case does not happen. So AS
F(x0, y0) must be norm bounded. Then we

also have (4.1) and passing this relation to limit we obtain

y − y0 ∈ p − clAS
F(x0, y0)

(
H
′

x0,x(0+)
)
+C.

as required.

Proposition 4.2. Let F : X → 2Y , (CA) be satisfied for F x0 ∈ S ⊆ domF and y0 ∈ F(x0).
Assume that, for all x ∈ S and all P ∈ p−AS

F(x0, y0)∞ \ {0}, P(x− x0) < −C. Impose further either
of the following conditions

(a) S is star − shaped at x0 on S and F is C − star − shaped at (x0, y0) on S ;
(b) F is pseudoconvex at (x0, y0). Then, for all x ∈ S ,

F(x) − y0 ⊆ p − clAS
F(x0, y0)(x − x0) +C.

Proof. (a) As star-shapedness implies arcwise connectedness, applying Proposition 4.1 with
Hx0,x(t) = (1 − t)x0 + tx we arrive at the results.

(b) By the pseudoconvexity, for (x, y) ∈ grF one has (x, y) − (x0, y0) ∈ TepiF(x0, y0), i.e. there
are sequences tn → 0+ and (xn, yn)→ (x − x0, y − y0) such that, for all n,

y0 + tnyn ∈ F(x0 + tnxn) +C.
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Since x0 + tnxn → x0, for sufficiently large n one has

tnyn ∈ F(x0 + tnxn) − y0 +C ⊆ tnAS
F(x0, y0)(xn) +C

and hence
yn ∈ AS

F(x0, y0)(xn) +C.

Applying the asymptotic p-compactness (using the assumption P(x − x0) < −C for all the men-
tioned x and P to reject the unbounded case) we complete the proof.

Theorem 4.3. (Sufficient Condition for Local Henig-Proper Efficiency). Let (CA) be satisfied,
x0 ∈ A, y0 ∈ F(x0) and z0 ∈ F(x0) ∩ −D. Assume that there exists a pointed convex cone H ⊆ Y
with C \ {0} ⊆ intH. Then (x0, y0) is a local Henig-properly efficient solution (relative to H) of
problem (P) if one of the following conditions (a) and (b) holds.

(a) (F,G) : X → 2Y is (C × D) − arcwise − connected at x0; for all x ∈ A, all (P,Q) ∈
p−AS

(F,G)(x0, y0, z0)∞ \ {0} one has (P,Q)(H
′

x0,x(0+)) < −(C ×D) and also some (ϕ, ψ) ∈ H∗ ×D∗ \
{(0Y∗ , 0Z∗ )} such that

< ϕ, y > + < ψ, z >> 0 and < ψ, z0 >= 0 (4.2)

for all (y, z) ∈ p − clAS
(F,G)(x0, y0, z0)

(
H
′

x0,x(0+)
)
.

(b) (F,G) is pseudoconvex at (x0, (y0, z0)); for all x ∈ A, all (P,Q) ∈ p−AS
(F,G)(x0, y0, z0)∞ \ {0}

one has (P,Q)(x − x0) < −(C × D) and some (ϕ, ψ) ∈ H∗ × D∗ \ {(0Y∗ , 0Z∗ )} such that (4.2) holds
for all (y, z) ∈ p − clAS

(F,G)(x0, y0, z0)(x − x0).

Proof. Due to a similarity, we check only part (a). Suppose to the contrary there exist xn
A
−→ x0,

yn ∈ F(xn) and zn ∈ F(xn)∩−D such that yn − y0 ∈ −H \ {0} for all n. Making use of Proposition
4.1, one has

(yn, zn) − (y0, z0) ∈ p − clAS
(F,G)(x0, y0, z0)(H

′

x0,xn
(0+)) + H × D.

Therefore, there exist (y
′

n, z
′

n) ∈ p − clAS
(F,G)(x0, y0, z0)(H

′

x0,xn
(0+)) and (hn, dn) ∈ H × D such that

(yn, zn) − (y0, z0) = (y
′

n, z
′

n) + (hn, dn).

Consequently, for all (ϕ, ψ) ∈ H∗ × D∗ and all n,

〈ϕ, y
′

n + hn > + < ψ, z
′

n + dn >=< ϕ, yn − y0 > + < ψ, zn − z0 >≤ − < ψ, z0 > .

This implies that

< ϕ, y
′

n > + < ψ, z
′

n >≤ − < ϕ, hn > − < ψ, dn > − < ψ, z0 >≤ − < ψ, z0 >,

which contradicts the assumption and the proof is finished.
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Theorem 4.4. (Sufficient Condition for Local Strong Henig-Proper Efficiency). Assume (CA).
Let x0 ∈ A, y0 ∈ F(x0) and z0 ∈ F(x0) ∩ −D. Impose further that C has a base B, δ = inf{‖b‖ :
b ∈ B} and ε ∈ (0, δ). Then (x0, y0) is a local strong Henig-properly efficient solution of problem
(P) if either of the following conditions holds.

(a) (F,G) is (C×D)−arcwise−connected at x0; for all x ∈ A, all (P,Q) ∈ p−AS
(F,G)(x0, y0, z0)∞\

{0}, one has (P,Q)(H
′

x0,x(0+)) < −(C × D) and as well some (ϕ, ψ) ∈ Cε(B)∗ × D∗ \ {(0Y∗ , 0Z∗ )}
such that

< ϕ, y > + < ψ, z >≥ 0 and < ψ, z0 >= 0

for all (y, z) ∈ p − clAS
(F,G)(x0, y0, z0)

(
H
′

x0,x(0+)
)
, where Hx0,x is provided by the arc-wise connect-

edness.
(b) (F,G) is pseudoconvex at (x0, (y0, z0)); for all x ∈ A, all (P,Q) ∈ p−AS

(F,G)(x0, y0, z0)∞\{0},
one has (P,Q)(x − x0) < −(C × D) and some (ϕ, ψ) ∈ Cε(B)∗ × D∗ \ {(0Y∗ , 0Z∗ )} such that

< ϕ, y > + < ψ, z >≥ 0 and < ψ, z >= 0.

for all (y, z) ∈ p − clAS
(F,G)(x0, y0, z0)

(
x − x0).

Proof. Because of a similarity, the proof of part (b) is omitted. For (a) suppose ad absurdum that

there exist sequences xn
A
−→ x0, yn ∈ F(xn) and zn ∈ F(xn) ∩ −D such that yn − y0 ∈ −intCε(B).

By Proposition 4.1, one has

(yn, zn) − (y0, z0) ∈ p − clAS
(F,G)(x0, y0, z0)(H

′

x0,xn
(0+)) +C × D.

Similarly as for Theorem 4.3, one has (y
′

n, z
′

n) ∈ p − clAS
(F,G)(x0, y0, z0)(H

′

x0,xn
(0+)) and (cn, dn) ∈

Cε(B) × D such that
(yn, zn) − (y0, z0) = (y

′

n, z
′

n) + (cn, dn).

Then, for all (ϕ, ψ) ∈ Cε(B)∗ × D∗ \ {(0Y∗ , 0Z∗ )} and all n,

< ϕ, y
′

n + cn > + < ψ, z
′

n + dn >=< ϕ, yn − y0 > + < ψ, zn − z0 >< − < ψ, z0 > .

Hence,
< ϕ, y

′

n > + < ψ, z
′

n >< − < ψ, z0 > .

With this contradiction we are done.

The next example illustrates advantages of Theorem 4.4.

Example 4.5. Let X = Z = R, Y = R2, C = R2
+, D = R, F : X → 2Y and G : X → 2Z be defined

by
F(x) = {(y1, y2) ∈ R2 : x ≤ y1 ≤ x + x2, y2 = x},

G(x) =
{
{0}, if x ≥ 0,
{x2}, if x < 0

and x0 = 0,y0 = (0, 0), z0 = 0. Take B = {(y1, y2) ∈ R2 : y2
1+y2

2 = 1, y1 ≥ 0, y2 ≥ 0} for a base of C

and ε =
1
√

2
∈ (0, δ), where δ = inf{‖b‖ : b ∈ B} = 1. Then Cε(B) = {(y1, y2) ∈ R2 : y1 + y2 ≥ 0}.

We can choose, for α > 0 rather small and fixed, the strong approximation

AS
(F,G)(x0, y0, z0) = {(y1, y2) ∈ R2 : 1 − α ≤ y1 ≤ 1 + α, y2 = 1} × {0}.
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Then AS
(F,G)(x0, y0, z0)∞ = 0 and

p − clAS
(F,G)(x0, y0, z0) = {(y1, y2) ∈ R2 : 1 − α ≤ y1 ≤ 1 + α, y2 = 1} × {0}.

We see that A = [0,+∞) is star-shaped and (F,G) is (C × D)-star-shaped at x0 and hence the as-
sumption about arcwise connectedness in Theorem 4.4 is fulfilled. For all (P,Q) ∈ p−AS

(F,G)(x0, y0, z0)∞\
{0}, one sees that (P,Q)(H

′

x0,x(0+)) < −(C ×D). The remaining condition of Theorem 4.4 is satis-
fied with (ϕ, ψ) = ((1, 1), 0). According to this theorem (x0, y0) is a local strong Henig-properly
efficient solution of (P).

By direct calculations we see that (−1,−1, 0) ∈ V1((F,G)+, x0, (y0, z0)). Then

V1((F,G)+, x0, (y0, z0)) ∩ −(intCε(B) × D(z0)) , ∅.

Therefore, Theorem 3.6 of [19] cannot be applied.

Theorem 4.6. (Sufficient Condition for Benson-Proper Efficiency). Let (F,G) : X → 2Y × 2Z ,
x0 ∈ A, y0 ∈ F(x0) and z0 ∈ F(x0) ∩ −D. Then (x0, y0) is a Benson-properly efficient solution of
problem (P) if either of the following conditions holds.

(i) (F,G) is (C×D)−arcwise−connected at x0; for all x ∈ A, all (P,Q) ∈ p−AS
(F,G)(x0, y0, z0)∞\

{0}, one has (P,Q)(H
′

x0,x(0+)) < −(C × D) and there exists (ϕ, ψ) ∈ C∗i × D∗such that

< ϕ, y > + < ψ, z >≥ 0 and < ψ, z0 >= 0

for all (y, z) ∈ p − clAS
(F,G)(x0, y0, z0)

(
H
′

x0,x(0+)
)
, where Hx0,x is provided by the arc-wise connect-

edness.
(ii) (F,G) is pseudoconvex at (x0, (y0, z0)); for all x ∈ A, all (P,Q) ∈

p−AS
(F,G)(x0, y0, z0)∞ \ {0}, one has (P,Q)(x − x0) < −(C × D) and there is (ϕ, ψ) ∈ C∗i × D∗ such

that
< ϕ, y > + < ψ, z >≥ 0 and < ψ, z0 >= 0

for all (y, z) ∈ p − clAS
(F,G)(x0, y0, z0)

(
x − x0).

Proof. Because of a similarity, the proof of part (b) is omitted. For (a) suppose ad absurdum
that there exist a nonzero point y ∈ clcone(F(A) + C − y0) ∩ (−C). Then there exist positive
λn, xn ∈ A, yn ∈ F(xn), zn ∈ F(xn) ∩ (−D) and cn ∈ C such that

limn→∞λn(yn + cn − y0) = y. (4.3)

By Proposition 4.1, one has

(yn, zn) − (y0, z0) ∈ p − clAS
(F,G)(x0, y0, z0)(H

′

x0,xn
(0+)) +C × D.

Therefore, there exist (y
′

n, z
′

n) ∈ p − clAS
(F,G)(x0, y0, z0)(H

′

x0,xn
(0+) and (c

′

n, d
′

n) ∈ C × D such that

(yn, zn) − (y0, z0) = (y
′

n, z
′

n) + (c
′

n, d
′

n).

Then, for all (ϕ, ψ) ∈ C∗i × D∗ and all n,

< ϕ, y
′

n + c
′

n > + < ψ, z
′

n + d
′

n >=< ϕ, yn − y0 > + < ψ, zn − z0 > .
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Furthermore, from (4.3) one has

limn→∞λn(< ϕ, yn − y0 > + < ϕ, cn >) =< ϕ, y >< 0.

Therefore, for sufficiently large n, < ϕ, yn − y0 >< 0 . This implies that

< ϕ, y
′

n + c
′

n > + < ψ, z
′

n + d
′

n >=< ϕ, yn − y0 > + < ψ, zn − z0 >< − < ψ, z0 > .

and hence
< ϕ, y

′

n > + < ψ, z
′

n >< − < ψ, z0 > .

With this contradiction we arrive at the result.

Example 4.7. Let X = Z = R, Y = R2, C = R2
+, D = R+, F : X → 2Y and G : X → 2Z be

defined by G(x) = {−x},

F(x) =
{
{(y1, y2) ∈ R2 : y1 ≥ x2, y2 = −x}, if x > 0,

{(0, 0)}, if x ≤ 0,

and x0 = 0, y0 = (0, 0), z0 = 0. We can choose, for α > 0 small and fixed, the strong approxima-
tion

AS
(F,G)(x0, y0, z0) = {(y1, y2) ∈ R2 : y1 > α, y2 = −1} × {−1}.

Then
p − clAS

(F,G)(x0, y0, z0) = {(y1, y2) ∈ R2 : y1 ≥ α, y2 = −1} × {−1},

p−AS
(F,G)(x0, y0, z0)∞ = {(y1, y2) ∈ R2 : y1 ≥ 0, y2 = 0} × {0}.

We see that A = [0,+∞) is star-shaped and (F,G) is (C × D)-star-shaped at x0 and hence the as-
sumption about arcwise connectedness in Theorem 4.6 is fulfilled. For all (P,Q) ∈ p−AS

(F,G)(x0, y0, z0)∞\
{0}, one sees that (P,Q)(H

′

x0,x(0+)) < −(C ×D). The remaining condition of Theorem 4.6 is satis-
fied with (ϕ, ψ) = ((α+α−1, 1), 0) ∈ C∗i×D∗, since, for all ((y1, y2), z) ∈ p − clAS

(F,G)(x0, y0, z0)
(
x−

x0),
< ϕ, (y1, y2) > + < ψ, z >= y1(α + α−1) − 1 > α(α + α−1) − 1 = α2 > 0.

According to this theorem (x0, y0) is a Benson-properly efficient solution of (P). By direct cal-
culations of variational sets and contingent derivatives we see that (0,−1) ∈ V1(F, x0, y0),−1 ∈
V1(G, x0, z0) and (0,−1) ∈ DC F(x0, y0)(1),−1 ∈ DCG(x0, z0)(1). Then, for all c∗ ∈ C∗i and
d∗ ∈ D∗,

inf[c∗V1(F, x0, y0) + d∗V1(G, x0, z0)] < 0,

infx∈A[c∗DC F(x0, y0)(x) + d∗DCG(x0, z0)] < 0.

Therefore, Theorem 4.3 of [3] and Theorem 2 of [25] cannot be in use.

Now we pass to local firm efficiency. In the theorem below, we don’t impose explicitly
any convexity assumption. However, we need X to be finite dimensional. First we characterize
contingent cone T (A, x0) in terms of approximations of G (instead of derivatives of G as usual).

Proposition 4.8. Let x0 ∈ A and z0 ∈ G(x0) ∩ −D. Then, for all u ∈ T (A, x0), there exists
Q ∈ p−AS

G(x0, z0) such that Q(u) ∈ −D(z0).
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Proof. If u ∈ T (A, x0), then there are tn → 0+ and un → u such that, for all n, x0 + tnun ∈ A, i.e.
G(x0 + tnun) ∩ −D , ∅. For sufficiently large n and a positive rn with rnt−1

n → 0, one sees that

G(x0 + tnun) − z0 ⊆ tnAS
G(x0, z0)(un) + rnBZ .

Therefore, one has Qn ∈ AS
G(x0, z0) and zn ∈ rnBZ such that

z0 + tnQn(un) + zn ∈ −D

and hence
Qn(un) + zn/tn ∈ −D(z0).

By the asymptotic p-compactness one gets some Q ∈ p−AS
G(x0, z0) such that Q(u) ∈ −D(z0) as

desired.

Theorem 4.9. (Sufficient Condition for Local Firm Efficiency of Order 1). Assume that X is
finite dimensional, x0 ∈ A, y0 ∈ StrMinC F(x0) and z0 ∈ G(x0) ∩ −D. Assume further that, for
all u ∈ T (A, x0) with norm one and for all (P,Q) ∈ p−AS

(F,G)(x0, y0, z0), there exists (ϕ, ψ) ∈
C∗ × D∗ \ {(0Y∗ , 0Z∗ )} such that

< ϕ, P(u) > + < ψ,Q(u) >> 0 and < ψ, z0 >= 0.

Then, (x0, y0) is a local firm efficient solution of order 1 of problem (P).

Proof. Arguing by contraposition suppose there exist sequences xn ∈ A tending to x0, cn ∈ C
and yn ∈ F(xn) such that

yn − y0 + cn ∈ BY (0, n−1tn),

where tn = ‖xn − x0‖. Since X is finite dimensional, un := (xn − x0)t−1
n converges to some

u ∈ T (A, x0) of norm one. By the definition of AS
F(x0, y0) one has a positive rn with rnt−1

n → 0
such that

yn − y0 ∈ AS
F(x0, y0)(xn − x0) + rnBY .

So there exist Pn ∈ AS
F(x0, y0) and yn ∈ rnBY such that

tnPnun + yn + cn ∈ BY (0, n−1tn).

Hence
Pnun + yn/tn ∈ −C + BY (0, n−1).

By the asymptotic p-compactness one gets some P ∈ p−AS
F(x0, y0) such that P(u) ∈ −C. As

u ∈ T (A, x0), in view of Proposition 4.8 there exists Q ∈ p−AS
G(x0, z0) such that Q(u) ∈ −D(z0).

Hence, (P(u),Q(u)) ∈ −(C × D(z0)). So for any (ϕ, ψ) ∈ C∗ × D∗ with < ψ, x0 >= 0 one has

< ϕ, P(u) > + < ψ,Q(u) >≤ 0,

which is impossible.
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Corollary 4.10. Assume that X is finite dimensional, x0 ∈ A, y0 ∈ F(x0) and z0 ∈ G(x0) ∩ −D.
Assume further that C is pointed, F is C-calm at (x0, y0) and, for all u ∈ T (A, x0) with norm one
and all (P,Q) ∈ p−AS

(F,G)(x0, y0, z0), there exists (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )} such that

< ϕ, P(u) > + < ψ,Q(u) >> 0 and < ψ, z0 >= 0.

Then, (x0, y0) is a local firm efficient solution of order 1 of problem (P).

Proof. To apply Theorem 4.9 we need to prove only that y0 ∈ StrMinC F(x0). Suppose there
exists y ∈ F(x0) such that y − y0 ∈ −C \ {0}. As F is C-calm at (x0, y0), y − y0 ∈ C. So
y − y0 ∈ C ∩ (−C \ {0}), which contradicts the pointedness of C.

Now we compare Theorem 4.9 with recent existing results by an example.

Example 4.11. Let X = Z = R, Y = R2, C = R2
+, D = R+, F : X → 2Y and G : X → 2Z be

defined by G(x) = {−x},

F(x) =
{
{(y1, y2) ∈ R2 : y1 ≥ x

√
|x|, y2 = x2}, if x > 0,

{(y1, y2) ∈ R2 : y1 = x3, y2 = x2}, if x ≤ 0

and x0 = 0, y0 = (0, 0) = StrMinC F(x0) and z0 = 0. We have the following approximation

p−AS
F,G(x0, y0, z0) = {(y1, y2) ∈ R2 : y1 > 0, y2 = 0} × {−1}.

As T (A, x0) = [0,+∞), only u = 1 needs to be considered. Taking (ϕ, ψ) = ((1, 0), 0) ∈ C∗ ×D∗ \
{(0Y∗ , 0Z∗ ) one has < ψ, z0 >= 0 and

< ϕ, P(u) > + < ψ,Q(u) >= y1 > 0

for all (P,Q) ∈ p−AS
(F,G)(x0, y0, z0). Thus, Theorem 4.9 ensures that (x0, y0) = (0, (0, 0)) is a local

firm efficient solution of order 1 of problem (P).
Trying to apply [10] we compute contingent derivative DC(F,G)(x0, (y0, z0))(X \ {0}) = R+ ×

{0} ×R \ {0}. For (0, 0,−1) ∈ DC(F,G)(x0, (y0, z0))(X \ {0}) and all (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )}
we have < ψ, z0 >= 0 and

< ϕ, (0, 0) > + < ψ,−1 >= −ψ ≤ 0.

So Theorem 3.13 of [10] is out of use. Now taking [11] into account, we need the contingent
derivatives of F and F+ at (x0, y0) :

DC F(x0, y0)(u) = R+ × {0} and DC(F +C)(x0, y0)(u) = R+ × R+.

In consequence,

(0, 0) ∈ DC(F +C)(x0, y0)(u) and DC(F +C)(x0, y0)(u) ∩ −C = {0}.

So both Theorems 5.5 and 5.9 of [11] do not work.
Next, trying with [7] we can see that (0, 0,−1) ∈ (F,G)′(x0, y0, z0; 1). Consequently,

(F,G)′(x0, y0, z0; 1) ∩ −(C × D(z0)) , ∅

and hence Theorem 4.2 of [7] cannot be employed.
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Remark 4.12. We note that the gap between the necessary condition in Theorem 3.4 and the
sufficient one in Theorem 4.9 is rather minimal: the inequalities in Theorem 3.4 are replaced by
the strict ones in Theorem 4.9 and the ∃ by the ∀.

Theorem 4.13. (Sufficient Condition for Local Firm Efficiency of Order 2). Assume that X is
finite dimensional, x0 ∈ A, y0 ∈ StrMinC F(x0), z0 ∈ G(x0) ∩ −D. Assume further that, for
each u ∈ T (A, x0) with norm satisfying P(u) ∈ −C for some P ∈ AS

F(x0, y0), the following two
conditions hold

(i) there exists a neighborhood U of u such that, for all v ∈ U with ‖v‖ = 1, AS
(F,G)(x0, y0, z0)(v) ⊆

C × D(z0);
(ii) for all (M,N) ∈ p−BS

(F,G)(x0, y0, z0), there exists (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )} such that
< ψ, z0 >= 0 and

< ϕ,M(u, u) > + < ψN(u, u) >> 0.

Then, (x0, y0) is a local firm efficient solution of order 2 of (P).

Proof. Suppose there exist sequences xn ∈ A satisfying xn → x0, cn ∈ C and yn ∈ F(xn) such
that

yn − y0 + cn ∈ BY (0, n−1t2
n),

where tn = ‖xn − x0‖. We can assume that un :=
xn − x0

tn
converges to some u ∈ T (A, x0) with

norm one. Similarly as for Theorem 4.9 there exists P ∈ p−AS
F(x0, y0) with P(u) ∈ −C. As

(AS
F(x0, y0), BS

F(x0, y0)) is a second-order strong approximation of F at (x0, y0) one has positive
rn such that rnt−2

n → 0 and

yn − y0 ∈ AS
F(x0, y0)(xn − x0) + BS

F(x0, y0)(xn − x0, xn − x0) + rnBY .

Therefore, Pn ∈ AS
F(x0, y0), Mn ∈ BS

F(x0, y0) and y′n ∈ rnBY exist such that

tnPn(un) + t2
n Mn(un, un) + y′n + cn ∈ BY (0, n−1t2

n).

By assumption (i) Pn(un) ∈ C. Let c
′

n = tnPn(un) + cn ∈ C. We have

Mn(un, un) + y′n/t
2
n + c

′

n/t
2
n ∈ BY (0, n−1).

Using the asymptotic p-compactness one gets some M ∈ p−BS
F(x0, y0) such that M(u, u) ∈ −C.

On the other hand, for some positive sn with snt−2
n → 0,

G(x0 + tnun) − z0 ⊆ AS
G(x0, z0)(xn − x0) + BS

G(x0, z0)(xn − x0, xn − x0) + snBZ .

Therefore, there are Qn ∈ AS
G(x0, z0), Nn ∈ BS

G(x0, z0) and zn ∈ snBZ such that

z0 + tnQn(un) + t2
nNn(un, un) + zn ∈ −D.

Since tnQn(un) ∈ D(z0) (by (i)), this implies that

Nn(un, un) + zn/t2
n ∈ −D(z0).
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Again by the asymptotic p-compactness, one obtains some N ∈ p−BS
G(x0, z0) such that N(u, u) ∈

−D(z0). Therefore, there are (M,N) ∈ p−BS
(F,G)(x0, y0, z0) such that (M(u, u),N(u, u)) ∈ −(C ×

D(z0)). Hence, for all (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ ), we have < ψ, z0 >= 0 and

< ϕ,M(u, u) > + < ψ,N(u, u) >≤ 0,

contradicting (ii) and we are done.

Example 4.14. Let X = Z = R, Y = R2, C = R2
+, D = R+, F : X → 2Y and G : X → 2Z be

defined by

F(x) =
{
{(y1, y2) ∈ R2 : y1 = x2, 0 ≤ y2 ≤ x2 + x}, if x ≥ 0,

{(x2, x)}, if x < 0,

G(x) =
{
{0}, if x ≥ 0,
{x2}, if x < 0

and x0 = 0, y0 = (0, 0) = StrMinC F(x0) and z0 = 0. For α positive and fixed we have a first
strong approximation and some related sets for (F,G) as follows

AS
F(x0, y0) = {(y1, y2) ∈ R2 : y1 = 0, y2 ∈ [0, α + 1]},

AS
(F,G)(x0, y0, z0) = {(y1, y2) ∈ R2 : y1 = 0, y2 ∈ [0, α + 1]} × {0},

p−AS
F(x0, y0) = {(y1, y2) ∈ R2 : y1 = 0, y2 ∈ [0, α + 1]},

p−AS
(F,G)(x0, y0, z0) = {(y1, y2) ∈ R2 : y1 = 0, y2 ∈ [0, α + 1]} × {0}.

Since T (A, x0) = [0,+∞), we need to consider u = 1 ∈ T (A, x0). Theorem 4.9 is out of use, as
for all (ϕ, ψ) ∈ C∗ × D∗ \ {(0Y∗ , 0Z∗ )} and for (P,Q) = ((0, 0), 0) ∈ p − AS

(F,G)(x0, y0, z0), one has
< ϕ, Pu > + < ψ,Qu >= 0.

Now we apply Theorem 4.13. We choose P = (0, 0) ∈ p − AS
F,G(x0, y0) to obtain P(u) =

(0, 0) ∈ −C. For any neighborhood U of u = 1 , one sees that v = 1 ∈ U satisfies AS
(F,G)(x0, y0, z0)(v) ⊆

C × D(z0). Now we can take p-BS
(F,G)(x0, y0, z0) = {(1, 0)} × {0, 1} and (ϕ, ψ) = ((1, 0), 0) ∈

C∗ × D∗ \ {(0Y∗ , 0Z∗ ). Then, for all (M,N) ∈ p−BS
(F,G)(x0, y0, z0),

< ϕ,M(u, u) > + < ψ,N(u, u) >= 1 > 0 and < ψ, z0 >= 0.

Thus, Theorem 4.13 ensures that (x0, y0) = (0, (0, 0)) is a local firm efficient solution of order 2
of problem (P).

Trying to apply [10] we can see that F and G are calm at (x0, y0) and (x0, y0), respectively.
But we have (0,−1, 0) ∈ D2

C(x0, y0, z0)(0, 0, 0)(−1) and so

D2
C(x0, y0, z0)(0, 0, 0)(−1) ∩ ((−C) × (−D − R+z0)) , ∅.

Therefore Theorem 3.12 of [10] says nothing about (x0, y0).
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